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Abstract: This study addresses a significant gap in the literature by comparing the effectiveness of
traditional statistical methods with artificial intelligence (AI) techniques in predicting bankruptcy
among small and medium-sized enterprises (SMEs). Traditional bankruptcy prediction models often
fail to account for the unique characteristics of SMEs, such as their vulnerability due to lean structures
and reliance on short-term credit. This research utilizes a comprehensive database of 7104 Belgian
SMEs to evaluate these models. Belgium was selected due to its unique regulatory and economic
environment, which presents specific challenges and opportunities for bankruptcy prediction in
SMEs. Our findings reveal that AI techniques significantly outperform traditional statistical methods
in predicting bankruptcy, demonstrating superior predictive accuracy. Furthermore, our analysis
highlights that a firm’s position within the Global Value Chain (GVC) impacts prediction accuracy.
Specifically, firms operating upstream in the production process show lower prediction performance,
suggesting that bankruptcy risk may propagate upward along the value chain. This effect was
measured by analyzing the firm’s GVC position as a variable in the prediction models, with upstream
firms exhibiting greater vulnerability to the financial distress of downstream partners. These insights
are valuable for practitioners, emphasizing the need to consider specific performance factors based
on the firm’s position within the GVC when assessing bankruptcy risk. By integrating both AI
techniques and GVC positioning into bankruptcy prediction models, this study provides a more
nuanced understanding of bankruptcy risks for SMEs and offers practical guidance for managing
and mitigating these risks.

Keywords: financial econometrics; artificial intelligence; forecasting; GVC

1. Introduction

Bankruptcy significantly impacts not only the affected firm but also its broader network
of stakeholders, including employees, customers, creditors, and suppliers (Weitzel and
Jonsson 1989; Refait 2000; Daubie and Meskens 2001). The importance of predicting
bankruptcy is therefore crucial, especially for small and medium-sized enterprises (SMEs),
which form the backbone of most economies but are inherently more vulnerable to financial
distress. Despite this, most bankruptcy prediction models have historically focused on
larger firms, leaving a gap in understanding the specific challenges that SMEs face (Peel and
Peel 1987; Storey et al. 1987; Keasey and Watson 1987; Altman and Sabato 2007; Crutzen
and Van Caillie 2010; Zoricák et al. 2020; Papik and Papíková 2023).

SMEs operate under distinct conditions that set them apart from large corporations.
Their lean organizational structures, centralized management, and dependence on ex-
ternal factors—such as customers, suppliers, and financial providers—make traditional
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bankruptcy prediction models, which primarily rely on financial ratios, less effective for
SMEs (Beaver 1966; Argenti 1976; Ohlson 1980; Altman 1984; Morris 1997; Julien 1997;
Guilhot 2000; Van Caillie 2000; Daubie and Meskens 2001; Ooghe and De Prijcker 2008;
Ciampi and Gordini 2008, 2009; Xu and Zhang 2009; Ogachi et al. 2020; Charalambous
et al. 2021; Kitowski et al. 2022). Additionally, SMEs frequently rely on short-term credit
and face difficulties in accessing long-term financing, leading to higher failure rates and
added financial pressure (Peacock 2004). These factors necessitate specialized bankruptcy
prediction models that are tailored to the complexities of SME operations.

A particularly critical gap in the literature is the limited attention to the effectiveness
of different variable selection processes for predicting bankruptcy in SMEs. Moreover, few
studies consider how a firm’s position within the Global Value Chain (GVC) can influence
bankruptcy risk. Firms that operate upstream in the GVC, such as manufacturers, may be
more exposed to the financial failures of downstream firms, making traditional models
insufficient (Fujiwara 2008; Hua et al. 2011; Delli Gatti et al. 2009). This raises the need
for prediction models that can account for these contagion effects and other non-financial
risk factors.

To address these gaps, this study proposes the application of artificial intelligence
(AI) techniques to enhance bankruptcy prediction models for SMEs. AI has proven highly
effective in handling complex, real-world data in various fields, including finance, where it
can identify patterns that traditional statistical methods may overlook. For example, the
study of Shetty et al. (2022) successfully applied machine learning algorithms to predict
financial distress, showing that AI can process diverse, multi-dimensional data and deliver
accurate forecasts in challenging environments.

Building on this foundation, this study evaluates and compares the effectiveness of
two broad categories of variable selection methods: (i) traditional statistical techniques
such as backward and forward selection, and (ii) AI-based methods, including the lasso
algorithm and Classification and Regression Trees (CART). The goal is to determine which
methods are most effective in predicting bankruptcy for SMEs, thereby addressing the
specific data-selection challenges that arise from their unique operational environments.
The ability of AI techniques to analyze large data sets, identify non-obvious patterns,
and handle nonlinear relationships makes them particularly well-suited for tackling the
complexities of SME bankruptcy prediction.

Additionally, we explore the role of a firm’s GVC position in shaping bankruptcy risk.
By integrating a firm’s position within the GVC into the model, we aim to improve the
accuracy of bankruptcy predictions, particularly for upstream firms that may be vulnerable
to downstream financial failures. This analysis contributes to a more comprehensive
understanding of how sector-specific variables influence bankruptcy prediction (Chava and
Jarrow 2004), especially in industries where firms operate in interdependent relationships.

Finally, it is worth mentioning that this paper is focusing on the Belgian framework,
and that Belgium’s bankruptcy laws, particularly as they relate to SMEs, have important
differences from those in other countries that have been studied. These differences in legal
frameworks, creditor protections, cultural attitudes, and procedural efficiency can affect
both the likelihood of a firm entering bankruptcy and the outcomes of those proceedings.
SMEs in Belgium may face higher regulatory burdens, slower bankruptcy processes, and
fewer restructuring opportunities than in more debtor-friendly jurisdictions like the U.S.,
UK, or other European nations with streamlined SME-specific insolvency processes. These
factors are important to consider when studying Belgian bankruptcies and comparing them
to findings from other countries.

This study aims to fill the existing gaps in the literature by focusing on the unique
characteristics of SMEs and leveraging AI techniques to improve bankruptcy prediction. By
comparing traditional statistical methods with AI-based approaches, and by incorporating
the GVC position into our analysis, we aim to provide actionable insights that are relevant
not only for the academic community but also for practitioners and stakeholders working
with SMEs.
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The paper is structured as follows: Section 2 discusses the variable selection methods
and data used. Section 3 presents the empirical results, comparing the effectiveness of
different methods. Finally, Section 4 discusses the implications of our findings for both
theory and practice.

2. Materials and Methods
2.1. Data

The empirical data for this study are collected from the Bureau Van Dijk database
(hereafter, BVD), namely Belfirst (i.e., Financial Reports and Statistics on Belgian and
Luxembourg Companies), which gathers detailed information over 32,000 Belgian firms
and 4000 firms established in Luxembourg. We first select a balanced sample of Belgian
SMEs covering the period 2002–2012. Surrounding the 2008 financial crisis in a paper on
bankruptcy offers several compelling arguments:

- The 2008 crisis represents a key period of global economic turmoil, leading to a sharp
increase in bankruptcies across multiple sectors. By focusing on this period, the paper
can highlight how extreme economic conditions test the resilience of firms;

- Firms faced unique stressors during the 2008 crisis, including sudden liquidity crunches,
declining consumer demand, and restricted access to credit. The crisis offers a rich
context for exploring the factors that led to firm bankruptcies, and which companies
were more vulnerable;

- The 2008 crisis reshaped many financial and economic theories regarding risk, leverage,
and the sustainability of business models. Addressing this period allows a discussion
of how these theoretical shifts have influenced bankruptcy prediction models and risk
assessment tools.

By analyzing bankruptcy during this significant period, the paper can contribute to
a deeper understanding of how firms respond to economic shocks, how policies shape
outcomes, and how future crises might be better managed.

After removing firms with missing or inappropriate variables (such as negative net
sales, for example), the number of firms registered as bankrupt is 35521. Then, the same
number of non-failing firms is also included in the sample, based on a random selection,
leading the total balanced sample to 7104 Belgian SMEs2. This way of selecting firms has
several advantages: it helps balance the data set, prevent model bias, and ensures robust
predictions, making the model more effective at predicting bankruptcies.

2.2. Variables
2.2.1. Bankruptcy Indicator

In order to build our prediction model, a bankruptcy indicator is needed as a dummy
variable that equals 1 if the firm has experienced corporate bankruptcy over the investi-
gated period, 0 otherwise. For the set of explanatory variables, and following Shumway
(2001), we extract a time-varying panel data set where each firm-year observation in our
sample is treated as a separate observation. The final data set therefore contains all the
predictor variables used in this study and the binary response variable indicating the firm’s
bankruptcy status. This panel data structure allows us to consider all the information of
the firms as a potential predictor of the future bankruptcy and should provide consistent
and accurate out-of-sample prediction (Mai et al. 2019).

2.2.2. Predictors

Using firms’ balance sheets and income statements, we calculate 50 financial ratios
commonly used in the literature when predicting corporate bankruptcy (Beaver 1966;
Altman 1968; Ohlson 1980; Dimitras et al. 1996; Dimitras et al. 1999; Balcaen and Ooghe
2006; Agarwal and Taffler 2008; Amendola et al. 2011; Jackson and Wood 2013; Wang
et al. 2014; Altman and Branch 2015; Kim et al. 2016; Veganzones and Séverin 2018).
We then restricted the number of variables to the most noteworthy 30 variables. The
reduction of financial ratios was primarily driven by the need to address multicollinearity,
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a common issue in regression models where predictor variables are highly correlated. To
tackle this, the study used Variance Inflation Factor (VIF) analysis to identify and remove
variables with VIF values higher than 10, which indicated problematic multicollinearity
(O’Brien 2007). By eliminating such variables, the model’s stability and reliability were
improved, making the regression coefficients more interpretable and reducing the risk
of overfitting. The remaining variables were further narrowed down based on statistical
significance, ensuring that only those with a strong predictive relationship with bankruptcy
were retained. Additionally, variables were selected for their relevance to the research
question, prioritizing ratios that were known to be important indicators of financial health,
such as profitability, liquidity, and leverage ratios. This process aimed to strike a balance
between model parsimony and predictive power, ensuring that the final model was efficient
without compromising accuracy, which are reported in Table 1. Still, and since including
all 30 financial ratios would lead to a very high-dimensional feature space, reducing the
model’s predictive power (Veganzones and Séverin 2018), we perform variable selection
processes allowing us to robustly reduce the predictors to a subset of the most relevant
financial ratios.

Table 1. List of Potential Corporate Bankruptcy Predictors.

Variable Abbreviation

Firm age Firm age
Log of total employees Firm size

Shareholder equity/Total assets Solvency
EBIT/Total assets Profitability

Current ratio Current
Accruals/Total assets Accruals

Value added/Total workers VA/TW
Acid test Acid

Log of sales LnS
Number of days of client credit ClientDays

Number of days of supplier credit SupplierDays
Long term debts/Total assets LTD/TA

Gross sales margin GSM
Net sales margin NSM
Net income/Sales NI/S

Net income/Total assets NI/TA
Cash-flow/Equity CF/E

Cash-flow/Total debts CF/TD
Net Working Capital/Sales NWC/S

Net Working Capital/Total assets NWC/TA
Long term debts/Equity LTD/E
Total debts/Total assets TD/TA

Net income/Current debts NI/CD
EBITDA/Total debts EBITDA/TD

Cash-flow/Current assets CF/CA
Net income/Total debts NI/TD

Net income/Current assets NI/CA
Current debts/Sales CD/S

Tax expense/Total assets Tax/TA

2.3. Variables Selection Methods

The variable selection method used may influence the performance of prediction
models (Veganzones and Séverin 2018; du Jardin et al. 2019). Therefore, we implement
four different selection techniques in order to select the best predictors among those listed
above. These techniques can be gathered in two main categories: statistical techniques,
with the backward and forward procedures; and artificial intelligence-based techniques,
with the machine learning Lasso (Least Absolute Shrinkage and Selection Operator) and the
ensemble classification and regression trees (CART) procedures. These four methods were
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chosen because they complement one another’s strengths. While backward and forward
selection offer simplicity and interpretability in smaller data sets, Lasso and CART handle
complexity and multicollinearity, making them ideal for tackling more challenging aspects
of SME bankruptcy prediction. By applying a mix of these techniques, the study can assess
which variables matter most under different modeling approaches, offering a more robust
and comprehensive understanding of bankruptcy risk factors.

2.3.1. Statistical Techniques

Backward selection consists in starting with all potential predictors, testing the deletion
of each potential predictor using a chosen model fit criterion, deleting the potential predictor
(if any) whose loss gives the most statistically insignificant alteration of the model fit,
and repeating this process until no further potential predictors can be deleted without a
statistically significant loss of fit. It is thus an iterative search procedure that identifies
which independent variables, previously thought to be of some importance, have the
strongest predictive power of the dependent variable (Cultrera and Brédart 2016).

Econometrically, we start with a full model, which includes all predictors:

ŷ = β0 + β1x1 + β2x2 + . . . + βkxk (1)

where:

- ŷ is the predicted value (dependent variable);
- β0 is the intercept;
- βixi is the set of variables i, i going from 0 to k.

It then removes the least significant predictor, i.e., the predictor with the least signifi-
cance (based on the highest p-value or smallest improvement in R2):

ŷ = β0 + β1x1 + β2x2 + . . . + βk−1xk−1 (2)

It finally repeats the process, removing predictors step by step until all remaining
variables significantly improve the model based on the chosen criterion:

ŷ = β0 + β1x1 + β2x2 + . . . + βk−nxk−n (3)

As mentioned, several criteria can be used to select the predictors during the backward
selection. We use a p-value threshold of 0.05 as a criterion to exclude the weakest predictors
from the model at each step. Once variables have been dropped, they cannot reenter the
equation. Accordingly, the software automatically drops one by one variable with the
highest p-value until only those that are significant at the 0.05 level are remaining.

The forward procedure, on the other hand, starts from the null model, and step by
step, chooses the best model with one additional predictor. At each step, the predictor
satisfying the entry criterion is added to the model (Tsai 2009).

Econometrically, we start with no predictors in the model and add them one by one,
based on some criterion (e.g., p-value, F-Stat, or adjusted R2):

ŷ = β0 (4)

where:

- ŷ is the predicted value (dependent variable);
- β0 is the intercept.

It then adds predictor variables one at a time. For each predictor variable xi, the model
becomes:

ŷ = β0 + βixi (5)

The model is evaluated based on the selected criterion. The predictor with the best
improvement is added to the model. More precisely, the selection method sequentially
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includes variables based on the F-stat until adding more variables is not able to improve
the model, with the final model including only significant predictors (Miller 2002). In order
to select our predictors during the process, we followed the Tsai’s (2009) criteria, i.e., a
variable is included in the model if the F stat is less than 0.05 and removed from the model
if the F stat is more than 0.10 (Bauweraerts 2016).

2.3.2. Artificial Intelligence Techniques

There is a cost to including lots of regressors, and we can reduce the objective function
by throwing out those that contribute little to the model’s fit. Clearly, fitting a model with a
higher polynomial degree is useful only if it significantly reduces the error compared to a
simpler model. Penalized logistic regression imposes a penalty to the logistic model for
having too many variables, leading to selection variables processes to be even more crucial.
This model, also known as regularization, shrinks the coefficients of the less contributive
variables toward zero (James et al. 2013; Kassambara 2018). As a consequence, the variance
of the model is reduced. The mostly used penalized regression methods are the ridge
regression and the Lasso regression (Tibshirani 1996; Park and Casella 2008), with the
later having the advantage of involving in the final model only a subset of the predictors,
which in turn improves the model interpretability by eliminating irrelevant variables not
associated with the response variable, reducing overfitting (James et al. 2013; Fonti and
Belitser 2017). Controlling the trade-off between error and complexity of the model, the
Lasso procedure penalizes the model by setting the coefficients for some variables to zero.
It provides a coefficients matrix which is a continuous linear function of a tuning parameter
λ that controls the strength of the penalty and is computed through cross-validation process.
As λ increases, variables are settled to zero and are removed from the model. The only need
is to settle the penalty level, i.e., the λ. Several ways of selecting λ are available and follow
the information criteria approach developed by Chen and Chen (2008), who introduce
the Extended BIC (Bayesian Information Criterion) computation, imposing an additional
penalty on the number of parameters.

Econometrically, the Lasso method solves the following optimization problem:

β̂ = arg min
β

(
∑n

i=1 (yi − ŷi)
2 + λ∑p

j=1

∣∣β j
∣∣) (6)

where:

- ŷi = β0 + ∑
p
j=1 β jxij;

- yi is the actual value for observation i;
- β0 is the intercept;
- β j are the coefficients for each predictor xj;
- λ is the tuning parameter that controls the strength of the penalty.

The economic reasoning is that without penalty (λ = 0), the Equation (6) becomes a
standard linear regression. However, with penalty (λ > 0), the Lasso strategy shrinks the
coefficients, and some of them may become exactly zero, effectively selecting a subset of
the most important predictors.

Classification and regression tree is a recursive algorithm in data mining which ex-
plores the structure of a data set and develops visualised decision rules for predicting a
categorical variable, i.e., classification tree, and a continuous variable, i.e., regression tree
(Brezigar-Masten and Masten 2012; Singh et al. 2015; Choubin et al. 2018). One advantage
in relying on CART compared to other artificial intelligence methods is that it provides
easily understandable decision rules (Li et al. 2010). Classification trees use a binary tree
to recursively partition the predictor space into subsets. The terminal nodes of the tree
correspond to the distinct regions of the partition, and the partition is determined by
splitting rules associated with each of the internal nodes. By moving from the root node
through to the terminal node of the tree, each observation is then assigned to a unique
terminal node. CART analysis is nonparametric and can detect complex relationships
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between dependent variable and explanatory variables (Brezigar-Masten and Masten 2012).
Therefore, CART analysis is particularly suited for discovering nonlinear structures and
variables interactions in data sets with a large number of potential explanatory variables.

Econometrically, CART aims to minimize the sum of squared errors (SSE) for each
split. The splitting rule is based on reducing the variance in the target variable. For a split
at node t, the goal is to minimize:

∑i∈R1(t)

(
yi − yR1

)2
+ ∑i∈R2(t)

(
yi − yR2

)2
(7)

where:

- R1(t) and R2(t) are the regions (subsets of data) defined by the split ate node t;
- yR1

and yR2
are the mean values of the target variable inf the respective regions.

The economic reasoning starts with the entire data set at the root node. At each step,
we split the data into two child nodes using the predictor xj and split value s that minimize
the loss function (i.e., the sum of squared errors). We then repeat the process recursively
until a stopping criterion is met (i.e., the minimum number of observations in a node).

2.4. The Position in the GVC

In order to take into account the potential influence of the position of the firm in the
GVC, we isolate from the data set the group of firms we may define as upstream, i.e.,
those being part of the following industrial sectors (NACE Rev 2): Agriculture, forestry
and fishing (NACE A), Mining and Quarrying (NACE B), Manufacturing (NACE C),
Electricity, gas, steam and air conditioning supply (NACE D) and Water supply (NACE E),
representing a balanced subsample of 882 firms (441 firms registered as bankrupt and 441
non-failing firms).

2.5. The Logistic Model and Misclassification Evaluation

Since our dependent variable, i.e., bankruptcy, is a dichotomous variable, trying to
estimate the relation through a linear regression may lead to estimations qualified as
aberrant and biased, that is to say a dependant variable exceeding the limits of 0 and 1. We
then use as estimation techniques a logistic regression model, fitted to binomial variables.
This model is particularly used in the majority of studies focusing on the occurrence of the
bankruptcy phenomenon (Ohlson 1980; Premachandra et al. 2009). A logistic regression
ties a link between a dependant variable that takes two different values: 1 if the firm is
bankrupt and 0 if it is healthy, and k other explanatory variables. These variables can be
quantitative or qualitative. The first step is to identify that our response variable is binary,
and then defined as:

yi =

{
1
0

i f
(

the ith f irm is bankrupt
otherwise

)
(8)

yi can be seen as a realization of the random variable that takes the value one or zero
with the probability Pi and 1 − Pi, respectively, and with the distribution of Yi known as a
Bernoulli distribution. This distribution can be written for yi = 0.13 as:

Pr[Yi = yi] = Pyi
i (1 − Pi)

1−yi (9)

Then, the probability to go bankrupt, Pi, depends on observed covariates Xi. Given that
ordinary least squares techniques do not ensure that the predicted value of the dependent
variable will be in the correct range between zero and one unless complex restrictions are
settled, we need as a second step to transform the probability in order to remove these range
restrictions. To do so, we first compute the odds as the ratio of favourable to unfavourable
cases, that is:

oddsi =
Pi

1 − Pi
(10)



Econometrics 2024, 12, 31 8 of 19

Secondly, we transform the odds into logarithms, which gives the logit such as:

logit (Pi) = log
Pi

1 − Pi
(11)

This leads to the fact that if the probability to go bankrupt goes down to zero, the odds
approach zero and the logit approaches −∞. Conversely, if the probability to go bankrupt
approaches one, the odds approach +∞ and the logit approaches +∞ also.

The logistic regression model therefore assumes a linear function of the predictors,
with a vector of covariates and the related coefficients, such as:

logit (Pi) = xiβ (12)

From that point, coefficients may be interpreted as in linear models, but we may be
careful that the left-hand-side is a logit rather than a mean as it is in ordinary least squares
for example. Practically, each represents the change in the logit of the probability associated
to a one-unit change in the given predictor. In turn, we are only able to know, through the
observation of the regression coefficients, the direction and the significance of the relation
between the dependent variable and the independent variables but not the magnitude
of this variation. And so, a positive coefficient will show that the independent variable
increases the probability that yi takes the value 1, but we have no information about the way
the magnitude of this probability increase. To know this, we compute the marginal effects:

∂E(yi|xi)

∂xik
=

∂P(yi = 1|xi)

∂xik
=

ex′i β(
1 + ex′i β

)2 βk (13)

The marginal effects measure the impact of a change in the variable xi on the probability
for the dependent variable yi to take the value of 1. In other words, the marginal effects
of a regressor represents how much the (conditional) probability of the outcome variable
changes when we change the value of a regressor by one unit, all other regressors remaining
constant at given values.

In order to evaluate the prediction capacity of variables selected through the afore-
mentioned procedures, we select four evaluation metrics: sensitivity, specificity, overall
classification, and area under the receiver operating characteristic (ROC) curve (AUC).
Classification metrics are computed with a 10-fold cross-validation method that has been
repeated 50 times, representing an average performance of 500 individual testing subsets.
This out-of-sample prediction is also in line with the current BASEL III recommendations
for default model validation purpose (Mai et al. 2019). We therefore randomly separate
the data set by selecting 70% of the data as the training set and the remaining 30% as the
testing set, which is common in previous researches (du Jardin 2016; Cultrera and Brédart
2016; Cultrera and Vermeylen 2018, among others).

Sensitivity and specificity metrics focus on evaluating a type of firm sensitivity for
failed firms and specificity for non-failed firms, such as (Veganzones and Séverin 2018):

Sensitivity =
ClassBankrupt

ClassBankrupt + MissClassBankrupt
(14)

Speci f icity =
ClassNon_Bankrupt

ClassNon_Bankrupt + MissClassNon_Bankrupt
(15)

where Sensitivity represents the percentage of bankrupt firms correctly classified, Speci-
ficity is the percentage of non-bankrupt firms correctly classified, ClassBankrupt represents
bankrupt firms correctly classified, MissClassBankrupt represents bankrupt firms misclassified;
ClassNon_Bankrupt represents non-bankrupt firms correctly classified, and MissClassNon_Bankrupt
represents non-bankrupt firms misclassified.
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Classical models of classification usually compute sensitivity and specificity metrics
on the bases of an average risk score (cutoff) of 0.5. This article also improves the accuracy
evaluation through computing the best cutoff points that fit the data, by providing graphs
of sensitivity versus risk score and specificity versus risk score. This allows us to compute
sensitivity and specificity statistics with respect to the more precise cutoff points.

Then, we compute the AUC metric, allowing us to evaluate overall performance. AUC
provides a graphical representation of the trade-off between a failed firm that has been
correctly classified and a failed firm that has been incorrectly classified. For a classifier, the
ROC curve measures how well a model discriminates between bankrupt and non-bankrupt
firms and needs to be graphically as far to the top left corner as possible, where its value
will be close to 1. A value of 0.5 means a random model with no predictive ability. At
the extreme, a value of 1 means perfect discrimination (Chava and Jarrow 2004). Current
literature on bankruptcy prediction referring to ROC analysis shows a ROC statistic ranging
between 0.7392 (Zmijewski 1984) and 0.9113 (Shumway 2001), with the pioneer Altman’s
model (Altman 1968) standing in the middle with a ROC area of 0.8662.

The calculations, modelling, and estimation procedures were performed using STATA/SE
18.0 software, ensuring robust and reliable statistical analysis throughout the study.

3. Results
3.1. Variable Selection

Applying the aforementioned variable selection procedures allows us to select a short
list of accurate predictors among the initial set of 30. The Table 2 gathers the information
extracted from each selection procedure. Focussing on the CART procedure (see Figure 1)
and following Cho et al. (2010), the variables identified enter as key variables into our
bankruptcy prediction model (Model 1 as denoted in the fourth column of Table 2). But this
estimation strategy does not take advantage of the information given by the classification
tree as nonlinearities in the relation between each predictor selected and the probability of
bankruptcy as highlighted in each node. A way to capture this information is to create a set
of dummy variables taking the value 1 if the values of the variable that defines a branch
fall into the region above the CART threshold and zero otherwise. All dummy variables
are therefore implemented in the prediction Model 2 of the Table 2.

Table 2. Key predictors selected by each selection procedure–Overall sample.

Backward Forward Lasso CART
(Model 1)

CART
(Model 2) *

Profitability Profitability Profitability Profitability Profitability_D1
Solvency Solvency Solvency Solvency Profitability_D2
Current Current Current VA/TW Solvency_D1
VA/TW VA/TW VA/TW VA/TAX Solvency_D2
Firm size Firm Size CF/TD CF/TD Solvency_D3
Firm age Accruals ClientDays Solvency_D4

NWC/TA SupplierDays VA/TAX_D
LTD/TA VA/TW_D1

VA/TW_D2
CF/TD_D1
CF/TD_D2

* With the corresponding thresholds used: Profitability_D1 =1 if Profitability ≤ 21.24; 0 otherwise; Profitability_D2
= 1 if Profitability ≤ 20.43; 0 otherwise; Solvency_D1 = 1 if Solvency ≤ 20.69; 0 otherwise; Solvency_D2 =
1 if Solvency ≤ 24.04; 0 otherwise; Solvency_D3 = 1 if Solvency ≤ 40.78; 0 otherwise; Solvency_D4 = 1 if
Solvency ≤ 8.63; 0 otherwise; VA/Tax_D = 1 if VA/Tax ≤ 5.08; 0 otherwise; VA/TW_D1 = 1 if VA/TW ≤ 71.02;
0 otherwise; VA/TW_D2 = 1 if VA/TW ≤ 63.13; 0 otherwise; CF/TD_D1 = 1 if CF/TD ≤ 0.07; 0 otherwise;
CF/TD_D2 = 1 if CF/TD ≤ −0.035; 0 otherwise.



Econometrics 2024, 12, 31 10 of 19

Econometrics 2024, 12, x FOR PEER REVIEW 10 of 20 
 

 

  LTD/TA  VA/TW_D1 
    VA/TW_D2 
    CF/TD_D1 
    CF/TD_D2 
* With the corresponding thresholds used: Profitability_D1 =1 if Profitability  21.24 ; 0 otherwise; 
Profitability_D2 = 1 if Profitability   20.43; 0 otherwise; Solvency_D1 = 1 if Solvency   20.69; 0 
otherwise; Solvency_D2 = 1 if Solvency  24.04; 0 otherwise; Solvency_D3 = 1 if Solvency  40.78; 
0 otherwise; Solvency_D4 = 1 if Solvency  8.63; 0 otherwise; VA/Tax_D = 1 if VA/Tax  5.08; 0 
otherwise; VA/TW_D1 = 1 if VA/TW   71.02; 0 otherwise; VA/TW_D2 = 1 if VA/TW   63.13; 0 
otherwise; CF/TD_D1 = 1 if CF/TD   0.07; 0 otherwise; CF/TD_D2 = 1 if CF/TD   −0.035; 0 
otherwise. 

 
Figure 1. Classification Tree–Overall sample. 

3.2. The Position in the GVC  
In a second step, we reimplement the estimation strategy according to whether the 

firm belongs to an industrial sector located upstream in the GVC. The four variable 
selection techniques have therefore been run on the subsample of 882 firms, leading to the 
subsets of predictors presented in Table 3 and Figure 2. Globally, the predictors selected 
are the same as for the whole sample of firms, though the selection processes seem to be 
more restrictive. 

Table 3. Key predictors selected by each selection procedure–Upstream firms. 

Backward Forward Lasso CART  
(Model 1) 

CART  
(Model 2) * 

Profitability  Profitability Profitability CF/TD CF/TD_D 
Solvency Solvency Solvency Solvency Solvency_D 
Current Current Current   
VA/TW VA/TW VA/TW   
Firm size  CF/TD   
  Firm size   
* With the corresponding thresholds used: CF/TD_D = 1 if CF/TD  0.085; 0 otherwise; Solvency_D 
= 1 if Solvency  23.38; 0 otherwise. 

  

Figure 1. Classification Tree–Overall sample.

3.2. The Position in the GVC

In a second step, we reimplement the estimation strategy according to whether the
firm belongs to an industrial sector located upstream in the GVC. The four variable selection
techniques have therefore been run on the subsample of 882 firms, leading to the subsets of
predictors presented in Table 3 and Figure 2. Globally, the predictors selected are the same
as for the whole sample of firms, though the selection processes seem to be more restrictive.

Table 3. Key predictors selected by each selection procedure–Upstream firms.

Backward Forward Lasso CART
(Model 1)

CART
(Model 2) *

Profitability Profitability Profitability CF/TD CF/TD_D
Solvency Solvency Solvency Solvency Solvency_D
Current Current Current
VA/TW VA/TW VA/TW
Firm size CF/TD

Firm size
* With the corresponding thresholds used: CF/TD_D = 1 if CF/TD ≤ 0.085; 0 otherwise; Solvency_D = 1 if
Solvency ≤ 23.38; 0 otherwise.
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3.3. Accuracy and Misclassification Evaluation

Table 4 presents the four evaluation metrics (sensitivity, specificity, overall classifica-
tion, and area under the receiver operating characteristic-ROC curve-AUC) obtained by
running the logit model on each variable selection procedures, which allow us to compare
performance associated with each variable selection process4. First, and in order to be more
accurate in the evaluations, we compute the cutoff points to be implemented in classifi-
cation analysis (fifth row). Then, ROC areas are all significant and imply models with a
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concrete predicting ability (ROC statistic ranging between 0.7021 and 0.8662 according to
the selection method used, fourth row of Table 4). Evaluation metrics also show that, on
the whole, prediction performance increases when intelligence selection techniques (both
Lasso and CART models) are implemented rather than statistical techniques (third row).
Within the intelligence techniques, and regarding sensitivity analysis presented in the first
row, which represents the major statistic since it represents the capability of our model to
recognize bankrupt firms, results clearly show that the CART selection procedure (Model 2)
outperforms other selection methods. It therefore seems that the CART selection procedure
better fit the specific characteristics of Belgian SMEs, generating discrimination rules that
correspond to the data.

Table 4. Accuracy evaluation rates achieved with prediction model–Overall sample.

Backward Forward Lasso CART
(Model 1)

CART
(Model 2)

Sensitivity 49.45% 62.48% 75.37% 78.56% 84.28%
Specificity 94.67% 89.86% 78.38% 80.24% 77.72%
Correctly classified 74.79% 74.96% 76.76% 79.22% 80.70%
ROC 0.8489 0.7021 0.8425 0.8365 0.8662
Cutoff 0.60 0.60 0.60 0.60 0.625

In a second step, we measure the influence of the position of the firm in the GVC on
the prediction capacity of our models. As mentioned before, this allows us to test whether
financial ratios may be as good predictors of bankruptcy for upstream firms as for the
overall sample. The results presented in Table 5 first show that ROC areas (fourth row) still
confirm the predicting power of our models (ROC statistic ranging between 0.7248 and
0.8521 depending on the selection method used). Then, sensitivity (first row) is sharply
decreasing, suggesting that the position in the GVC may have an effect on the capability
for financial ratios to predict bankruptcy. Therefore, for such firms, there seems to exist
some noise in the forecasting strategy, providing support to the presence of other variables
affecting bankruptcy for these upstream firms such as contagion effect that could be more
pronounced in such upstream industrial sectors (Fujiwara 2008; Delli Gatti et al. 2009; Hua
et al. 2011).

Table 5. Accuracy evaluation rates achieved with prediction model–Upstream sample.

Backward Forward Lasso CART
(Model 1)

CART
(Model 2)

Sensitivity 42.42% 55.88% 47.37% 66.10% 69.84%
Specificity 79.19% 71.03% 96.15% 83.22% 62.22%
Correctly classified 65.81% 67.38% 75.56% 73.75% 66.67%
ROC 0.7391 0.7248 0.8473 0.8521 0.7278
Cutoff 0.65 0.65 0.75 0.625 0.75

3.4. Non-Linearities Further Investigations

In order to better capture complex and non-linear relationships, we further incorporate
Principal Component Analysis (PCA) for dimensionality reduction and multicollinearity,
together with Extreme Gradient Boosting (XGBoost)5.

For a set of variables X1, X2, . . ., Xp, a principal component is a linear combination of
these variables that maximizes the variance in the data. If all the variables are represented
in matrix X, the first principal component is defined as:

WT
1 X (16)

where the weight coefficient vector W1 is chosen to maximize the variance. The second
principal component, WT

2 X, is constructed to be uncorrelated with the first and to have the
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second highest variance, and this process continues for subsequent components. Using the
Lagrange multiplier technique, it is shown that the optimal weight vector Wi corresponds
to the eigenvectors of the covariance matrix of X, with the i-th eigenvector associated with
the i-th largest eigenvalue λi.

In general, the transformation from the original variable matrix X to the principal
component matrix Y is expressed as Y = W X, where W is the matrix of eigenvectors from
the covariance matrix of X. The position of each observation in the principal component
space, known as the score, is given by Z = XWT . The total variance explained by the first
k principal components, Vk, is:

Vk =
∑k

i=1 λi

∑
p
i=1 λi

(17)

In our analysis, we also refer to X as the data matrix rather than the variable matrix.
Following Gower and Dijksterhuis (2004), the number of principal components to retain is
often based on criteria such as capturing 70–90% of the total variance, which preserves most
of the information in X. Another criterion is the magnitude of the eigenvalues; components
with variance less than one (λk < 1) are considered less informative and can be excluded.

Applied to our data, the results show that retaining components with eigenvalues
higher or equal to one suggest we can limit our analyses to five components6. Comput-
ing the scores of the five first components allows us to next implement XGBoost on a
restricted sample.

Boosting is an ensemble learning technique that builds a strong classifier by combining
multiple weak classifiers, each of which is relatively simple to train (Schapire 1999). A
widely used variant of this approach is Extreme Gradient Boosting (XGBoost), which
enhances the standard gradient boosting method by incorporating a more regularized
model to prevent overfitting (Chen and Guestrin 2016). XGBoost, along with deep learning,
ranks among the most effective algorithms for large-scale data classification and has been
key to many winning solutions in Kaggle machine learning competitions. It is versatile and
implemented in various programming languages, including Python, where it is integrated
into the Scikit-Learn library.

XGBoost has gained significant attention in recent years, especially in the areas of
credit scoring and bankruptcy prediction (Carmona et al. 2019; Shetty et al. 2022; Son et al.
2019). According to Chen and Guestrin (2016), XGBoost combines regression trees and
gradient boosting, with each tree in the training process improving upon the residual errors
of the previous one to optimize the objective function. This iterative process reduces model
complexity and helps avoid overfitting. The final model is the result of combining all trees,
and the prediction output is given by the formula:

Z = G(Xi) = ∑K
j=1 gj(Xi) (18)

where Xi is the financial ratio and gj(Xi) the output function of each tree.
In addition to its strong performance, XGBoost provides several practical advantages,

such as parallelization for faster execution and built-in handling of missing data, making
it a favored approach in structured data tasks across various domains. The method’s
flexibility and efficiency have positioned it as a valuable tool in both academic research
and practical applications in finance and beyond. Results in Table 6 present a slightly but
significant increase in the model accuracy to predict bankruptcy. More precisely, we can
expect a 1.61%-point increase in the number of firm correctly classified compared to the
best model CART (Model 2) for the overall sample, and a 2.42% point increase compared to
Lasso estimates when focusing on upstream firms.
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Table 6. Accuracy evaluation rates achieved with prediction model.

XGBoost-Overall XGBoost-Upstream

Sensitivity 77.45% 65.89%
Specificity 88.56% 84.22%

Correctly classified 82.31% 77.98%

3.5. Accuracy or Computational Efficiency? A Trade-Off

Improving efficiency often requires a time investment. Thus, a computational com-
plexity experiment is necessary to compare the performance of machine learning models
with traditional econometric methods, focusing on the trade-off between execution time
and gains in accuracy. Specifically, we measure the time required for each model to run
and assess its classification accuracy. By doing so, we can evaluate the balance between
computational efficiency and predictive performance.

To implement this experiment, we first measure the computational complexity of our
models using the timer command to capture execution times. We then compare these
results with the accuracy rates (as presented in the previous section), providing insights
into the trade-offs between accuracy and computation time.

Table 7 presents the execution times for each model applied to our data. When
compared to the accuracy rates shown in Table 4 for the overall sample, we observe a clear
trade-off: improving model accuracy comes at the cost of increased computational time.
Specifically, the higher accuracy achieved by the XGBoost model requires significantly more
time to run, highlighting the balance between precision (i.e., correct firm classification) and
computational demands.

Table 7. Accuracy evaluation rates achieved with prediction model–Overall sample.

Backward Forward Lasso CART
(Model 1)

CART
(Model 2) XGBoost

Accuracy 74.79% 74.96% 76.76% 79.22% 80.70% 82.31%
Execution time 2.87 s 3.30 s 4.22 s 5.24 s 30.06 s 45.23 s

4. Discussion and Conclusions

The current literature on bankruptcy prediction has predominantly concentrated on
models designed for larger firms, with limited attention given to those tailored for smaller,
country-specific contexts (Crutzen and Van Caillie 2007, 2010). In recent years, only a few
studies have laid the groundwork for investigating bankruptcy prediction specifically for
SMEs (Altman and Sabato 2007; Ciampi and Gordini 2008, 2009; Yazdanfar 2011; Cultrera
and Brédart 2016; Zoricák et al. 2020; Papik and Papíková 2023). In Belgium, the growing
number of SMEs, along with the country’s unique political landscape, regional institutional
differences, and the uncertainties in the current economic environment, highlight the
need to conduct more in-depth analyses focused on bankruptcy prediction for Belgian
SMEs. That is, the Belgian context makes bankruptcy laws, particularly for SMEs, differ
significantly from those in other studied countries. Variations in legal frameworks, creditor
protection, cultural perceptions, and procedural efficiency can influence both the likelihood
of firms declaring bankruptcy and the outcomes of those cases. SMEs in Belgium often face
higher regulatory challenges, slower bankruptcy proceedings, and fewer opportunities for
restructuring compared to more debtor-friendly systems like those in the U.S., UK, or other
European nations with specialized SME insolvency processes.

However, most studies trying to predict corporate bankruptcy mainly focus on robust
and sometimes innovative prediction methods to enhance the models’ performance, with-
out sufficiently considering other model elements, such as an upwind variables selection.
Therefore, the added value of this paper has wide-ranging implications for managers in the
improvement of bankruptcy prediction models.
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As we show, the variable selection method can significantly influence the performance
of the model. This paper demonstrates that intelligence techniques, such as machine
learning models, outperform more classical statistical approaches in terms of predictive
accuracy. More precisely, decision trees like CART appear to be highly efficient and are
not employed as much as they deserve in the context of bankruptcy prediction. However,
one must carefully consider the trade-off between the time required to implement complex
computations and the resulting accuracy. While more sophisticated models can yield higher
predictive accuracy, they often come at the cost of longer processing times, which may not
always justify the incremental gains in performance.

Also, we show that specific variables related to the position of the firm within the
production process may disrupt debates. That is, variables selection processes presented in
this research are found to be less extensively efficient regarding financial-oriented variables
for bankruptcy prediction of firms located upstream in the production process, such as it is
for their downstream counterparts. Therefore, for such upstream firms, there seems to exist
some other influences, i.e., some noise, in the forecasting strategy. This provides support to
other variables affecting bankruptcy for these firms such as contagion effects that could be
more pronounced in upstream industrial sectors (Fujiwara 2008; Delli Gatti et al. 2009; Hua
et al. 2011). At the end of the day, we hope this research will lead other researchers to pay
more attention to this element in their efforts to develop more accurate models as well.

Besides the contributions of this study to the academic literature on variables selection
strategies and bankruptcy prediction models, investors and managers may rely on such a
new mode of information technology deployment in their evaluation and anticipation of
their firms’ bankruptcy risks. This research may also offer inputs to financial institutions
in their evaluation of the risk profiles of SMEs, since such variables selection models may
help them to better identify firms with a higher risk of failure in their lending decisions.

This paper suffers from some limitations, including its focus on Belgium, which limits
the applicability of the findings to other countries, and its emphasis on SMEs, making it
less relevant to larger firms. Additionally, the model lacks integration of important factors
like macroeconomic variables and a detailed analysis of contagion effects among firms.

Finally, future research could explore cross-country comparisons to understand how
bankruptcy laws differ internationally, potentially offering more nuanced insights into
SME financial distress. Integrating external economic factors could further enhance the
accuracy of prediction models. Additionally, expanding the scope to include larger firms
or developing sector-specific models would increase the generalizability of the findings.
Longitudinal studies could also refine these predictive models over time, improving their
robustness in forecasting SME bankruptcy risks in various economic contexts.
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Appendix A

Descriptive statistics show that the firms in the sample are relatively young, averaging
about 14 years of age, suggesting a mix of both established and newer firms. Then, the
mean number of employees (8) means that firms are small to medium-sized enterprises
(SMEs). This aligns with the study’s focus on SMEs, which tend to have more limited
resources and distinct challenges compared to larger firms. Also, the equity-to-asset ratio
shows low shareholder equity relative to total assets, reflecting either a reliance on debt
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financing or modest capital bases. This could be a sign of vulnerability, as SMEs with lower
equity reserves may struggle to absorb financial shocks. Then, with an average negative
EBIT-to-total-assets ratio, firms in this data set are not generating positive operating profits
relative to their asset base. This could signal financial distress or weak operational efficiency.
Then, the current ratio is almost two, indicating that firms generally have enough current
assets to cover their short-term liabilities. This suggests relatively good liquidity, although
some firms may face challenges in turning these assets into cash quickly. Also, a negative
ratio of accruals to total assets points to the fact that many firms are operating under
accrual accounting with a conservative approach to revenue recognition, or that they are
recognizing more liabilities than assets through accruals. Next variable, the relatively low
value added per worker could imply that the labor productivity of the firms in the sample
is modest, which could be related to the smaller size and scope of SME operations. Then,
the acid test, which measures liquidity by excluding inventory from current assets, suggests
that these firms have strong liquidity, surpassing the usual benchmark of 1.0. This indicates
a solid ability to cover short-term liabilities without relying on inventory sales. The average
log of sales implies variability in the size of firms, but it aligns with expectations for SMEs,
suggesting moderate levels of revenue generation. Then, the number of days firms are
extending credit to clients (75 days) is almost the same as the number of days they take to
pay suppliers (74 days), which points to a balance in managing receivables and payables.
However, these are relatively long credit periods, which could create liquidity pressure if
collection is delayed. Then, statistics show that firms are financing a significant portion
of their assets with long-term debt (58%), which is high but potentially manageable for
growth, depending on their ability to service this debt. Gross sales margin (16.45%) and
net sales margin (7.97%) indicate that while firms are making a reasonable gross profit, the
net margins are narrower, suggesting that operating and other expenses are absorbing a
significant portion of revenue. Concerning net income/sales and net income/total assets,
statistics suggests that overall, firms are struggling to generate sufficient income relative to
their asset base. Firms are also generating low cash flow relative to both equity and debt,
indicating limited ability to cover liabilities with operational cash flow. Next, while there is
significant working capital relative to sales, the negative ratio of working capital to total
assets suggests that many firms are operating with tight cash flows and short-term financial
strains. Also, the high level of long-term debt compared to equity (nearly three times)
suggests that firms are heavily leveraged, which could amplify financial risk, particularly
if they face a downturn. Then, descriptive statistics show that firms are financing 85% of
their assets with debt, a very high level of leverage that could increase their vulnerability
in periods of financial stress. Then, while firms have modest earnings before interest, taxes,
depreciation, and amortization relative to their total debt, the ratio EBITDA/total debts
suggests that firms may still be able to service their debts under normal conditions. Also,
the positive but low net income/current debts and net income/total debts ratios indicate
that firms generate enough net income to cover a portion of both their short-term and
total debt obligations, but with only modest coverage. The relatively high current debt
compared to sales also indicates that firms may face liquidity challenges, as current debts
represent a significant portion of their revenue. Concerning tax expense, the ratio indicates
that, on average, tax expenses account for a significant portion of the firms’ total assets. A
ratio this high suggests that taxes are a substantial financial burden for these SMEs, which
could impact their overall profitability and financial flexibility. Finally, the regional and
sectorial distributions show that the majority of the firms are based in Flanders and that
the construction sector and intellectual and administrative activities dominate the data.
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Table A1. Descriptive Statistics of Selected Variables.

Variable Mean Std. Dev.

Firm age 13.91 12.25
Number of employees 8.14 14.32
Shareholder equity/Total assets (€) 1825.85 10,497.80
EBIT/Total assets (k€) −0.03 6.30
Current ratio 1.94 5.24
Accruals/Total assets (k€) −0.30 0.63
Value added/Total workers (k€) 92.86 81.18
Acid test 2.89 8.02
Log of sales 7.88 2.29
Number of days of client credit 74.97 102.40
Number of days of supplier credit 74.26 110.02
Long term debts/Total assets 0.58 5.61
Gross sales margin (%) 16.45 27.61
Net sales margin (%) 7.97 24.37
Net income/Sales (k€) 6.75 69.87
Net income/Total assets (k€) −0.15 6.51
Cash-flow/Equity (k€) 0.03 0.41
Cash-flow/Total debts (k€) 0.29 3.96
Net Working Capital/Sales (€) 159.73 1643.89
Net Working Capital/Total assets (€) −1.78 47.42
Long term debts/Equity (k€) 2.92 101.63
Total debts/Total assets (k€) 0.85 0.39
EBITDA/Total debts (k€) 1.34 42.79
Cash-flow/Current assets (k€) 0.34 16.26
Net income/Current debts (k€) 0.29 4.58
Net income/Total debts (k€) 1.04 32.87
Net income/Current assets (k€) 0.29 13.49
Current debts/Sales (k€) 6.31 49.16
Tax expense/Total assets (k€) 11.68 31.30
Region

Wallonia (%) 23.56 42.44
Flanders 14.36 35.07
Brussels 62.08 37.65

Industrial Sector (NACE)

Agriculture and industries 17.84 32.57
Energy and water production 0.53 5.92
Construction 28.76 39.57
Food service industry 11.58 26.86
Intellectual and administrative activities 27.94 39.14
Activities primarily in the public and social sector 8.34 23.08
Others 5.01 18.10

Notes
1 The exclusion of firms with missing or inappropriate variables may lead to a potential selection bias. While this is a common

issue in empirical studies, further robustness check has been conducted to assess the potential impact of this exclusion. That is,
instead of excluding firms with missing variables, data imputation techniques through mean imputation have be used to estimate
and fill in missing values. Applied to our sample, the imputed data set yields similar results, which are available on request. This
provides confidence that missing data did not significantly affect the results.

2 Descriptive statistics of the main variables (Table A1), together with a discussion, are presented in Appendix A.
3 Note that in the case where yi = 1, we obtain Pi, and if yi = 0, we obtain 1 − Pi.
4 Note that we rely on a logit model with controls for unobserved fixed characteristics of firms. That is, we add as controls: (i) firm

size, since larger firms may have more financial stability compared to smaller firms, affecting their bankruptcy risk; (ii) industry
sector, which can significantly impact the risk of bankruptcy due to differing market risks, regulations, and competition levels
and which is usually fixed over a medium term; (iii) and the geographical location, since firms located in economically stronger
regions may have access to better resources and markets, affecting their financial resilience.
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5 We thank an anonymous referee for these insightful suggestions.
6 The mix of variables extracted from Table 1 in each component is the following: Component 1 relies on Profitability, Solvency,

CF/E, and CF/TD. Component 2 relies on Firm age, Solvency, CF/TD, and TD/TA. Component 3 relies on Current, VA/TW,
CF/TD, and EBITDA/TD. Component 4 relies on Profitability and CF/TD. Component 5 relies on Firm age, Solvency, and
TD/TA.
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